
Lecture ( Quantum=:
-
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Expander Codes
-

Before we can talk about

quantum expander codes
,

we

need to define /classical)
->

·pandor codes.

We start by recalling the

definition of expander-

graphs I

-

④



Def : Expander Graph
--

Let G = (V , E) be a graph on

n vertices. We say that
the

graph is a (E ,
5) - expander if

for all SCU with 191 En

1dy : Ex -S s . t .
(x ,y) +> E3K5IS)

-

That is
, every

subsets of vertices

of size at mostEn hal

a highbourhood of size greater

than 015). ②



Now suppose G = (EA , B3 ,
E)

is a bipartite graph where the vertices

of A are a- regular and the

vertices of is are 6-regular

We call such graphs (a , 6) - regular

We say that G is an
S

#, , 5) - expander if it is

(ast) - regular and

US-A with IS/[ /Al

1dy : Ex - S s . t. (m ,y) + E3K IS)

③



*
-

Neighborhood
N(s) = & y t B

: FxtS s . t . (a
,y) + E3

We are interested in families of graphs
of increasing size ,

where each graph

in the family is an (ast , 2,
5) - expander .

④



Def : Expander code
-

Let G = (EA ,B3,
E) be an

Ca,b) - regular graph with (A) = n

and1B) = an /6 .

Let 1 (the local code)bo a linear code

El , 2 ...m3
on 6 bits

,
Let

↓

-(vii) : [an16] x [6] + [n]

be a bijective function defined

such that
,
for each uit B

the neighbourhood of Mi,

N(ni) = EVfCic) ...

, Vf(i ,b) 3 . ⑤



The expander code defined by
-

G and 2 is the liver code
--

on n tits whose codewords are

the rectors (visVe,..., in) such

that
, far i- [an16] ,

(VfLi
,) Vflvz) ... , Vf(is) is a

codeword of e .

-

Def : relative distance of an
--

In , G ,
d] liner code.

d = d/n ⑥



Example

Let G be a (2
,
7) - regular

graph. Denote the A vertice by

O and the B vertices by B .

Locally ,
the graph looks like

&

Pa
I
O

-or
D- o-1

-Po-O

is
⑦



LetI be the [7 ,
4

,
3] Hanning

code.
H = [6010b, , &

1234567

&

"

Lo
I

Lo1-or7 I

D--1

ofO
I
1

The codewords of the expander code

defined by G and I must locally

be codewords of 3 e. .. (1110000)". O



An example of such a graph

G is the edge-vertex incidence

graph of a certain hyperbolic

tiling.

④



Recall
Theorem : Let G be an

|Al = m

1 a,
6

,
1) expander and let I 1B1 =

aX

26 L
be a linear code on 6 bits

with encoding rate - > (a-1)/a ,

and minimum relative distance 8
.

That is
,
the code has parameter

[6
,
k >( )6 , d= 2 I

-

Then the expander code defined by
G and I has encoding rate

atLeast ar- (a-1) and minimum

relative distance at least a.
⑭



Proof
-

To findI we count the

number of parity checks.

Each vertex in B imposes

6-rb = 6) 1-r) parity checks .

Assuming all checks are

independent , we have

k = n - ab(l
- r)

= n - an(l - r) = x(1 - all - r)

=Mar(a - 1)

⑭



So the encoding rate

↳ is at least ar-(a - 1)
.

n -n

Now to prove
the distance

suppose thatv is a codeward
-

of (Hamming) weight? n.

Let V be the set of bits =<

in V. As 6 is (a , b) - regular,-

there we alll edges leaving

the corresponding A vertices in G
.

⑭



The expansion property implies
-

that these edges are incident

to move than -(v)
26

B vertices in G
.

So the set of 7 bits are incident

to Uh a IVI parity checks.more -

an
-

26

The average
muter of bits per

i vetex
-

is less than a /Vl / - IVI
26

= Ub

The must beatart one
is

vertex that achieves the average-



and therefore we have a B vertex

with fever than W6 1 bits incident

to it. But the Local Lock

has distance = U6 and so

I cannot satisfy the checks

of the local code at this

B vertex and is therefore not

a valid codeword of the

expander code .

B

14O



Families of graphs exist that satisfy

the constraints of the Theorem

2 so expander codes provide a

construction of good LDPC codes

w I parameters In
,
(n) ,
()]

.

Theorem : There exist families of
--

GLDPC codes with parameter

[IN ,
(N)

, (N) ]] .

Proof : We apply the hypergraph

product construction to the a

family of good expander codes



defined by a family of

(a
,
6) - regular graphs

and a
local

code 1 with encoding rate r.

Let Gi be the ith graph

and Hi be the ith parity check

matrix. We can choose HitMCI
such that it is (6 , a)

- LDPC

and full rank (ie At = 0)
.

The expander code has peromete

[ mis (ar-(a-1) mi ,
<Mi]

.

Consider the code HGP(Hi , Hi) .

Applying our previous remlts

we conclude : ⑯



· HGP (Hi
,
Hi) is (a+6 , max[a,63)

- qLDPC .

· HGP(Hi , Hi) has N = Ri + Mi

· HGP /Hi , Hi) has E = 1 2

= (aw -(a - 1)mi

· HGP /Hi
,
Hi) has D = d = m =

1

This family of GLDPL col

is known as quantum
--

pandorcodes ,

⑰



Expander codes can be decoded

in linee time using a simple

algorithm called FLIP.

Quantun expander codes can

also be decoded in Liver time

using a generalisation of FLIP

called small set flip.

Q. expander codes were also the

first known family of code

to enable fault-tolerant g.

computation of constant (space)
overhead. ⑱
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