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-onNeumann
enterin

S(j) = - Tr(plogj)

Spectral decomp . j = [MaMaXtal
& Na+ [0,13

5)p) = - Edalogax=
= H(A)

where A= a
, p(a) = 193



Revision

Propertiesof van Neumann entropy

①y = 14X+) = S(j) = 0

② Unitary E

S(YyY + ) = S(j)

③ dim 2 = d

S(p) < logd , with

equality for max . mixed state

④ S(pal = S(i)

for ja = Tra) 14+ 1)
& B =

Trp (1 + X+ )
AB



Neur
⑤ Subadditivity
-

S(JAB) = S(ja) + S(p-B)

Equality iff JAB =An & Dis

⑥Qutualinformation

I/P ; &i) = S(pa) + S(pi)
- S/GAB)

I/GAiS3) = 0 for

AB =Ne jis

⑦ Triangle inequality-

S(AB) > /SSpal-SSpi)



Proof of E

Consider 14) ABC S . t.

JAB = Tr(1 + X+ 1)
ABC

S(pa) = S(c)
& S(B) + S(p)5
= S((B) + S(jai)

S(pal-S(yi) < S/ji)

Exchange A & i for the
other

way

of . Shannon entropy

H (XY)3H(X)
,
H(Y)



For quantum states information
- -

an be excodedIn the carelations

between subsystems.

e .j . 14)AB=/100+I
Pa = j = ](loxol+11X11)

S(14XH) = 0

S(ja) = S(py)=
can also define the conditional entropy

Sal(s) = S(As)-S(is)

H(X(y) = H(XY) - H(Y)30

For the state above S(JA)(B) = -!



-SchumacherCompression

Consider a dencity operator

j = [ P(x) ( + (a)X + (x))

This is the analogue of a classical

read avariable X = Ex
, p(x)3 .

Suppose we sample from the

enseable j n times.

The resulting density matrix

is jon = ja ...aj

Can we compress this to

a state on fewer thann subsystems?



Consider the spectral decomposition

of j = I Xal4aXYal
& orthonormal

In this baris

j*n= (14aXYal)on + ...

Define the o-typical subspace-
I as the subspace of 2 spanned
-

by eigenvectors of on w/

eigenvalues M satisfying
- n(S(p) - 5) -n(s(j) + d)
2 M2

As the 14a) are orthogonal
we can model the state on

a the classical distribution



X where X = & a
,
Xa3

We know that for any E
,
d > 0

JN S .t. for all n
,
N

[u(H(x) -5: In(H(x
+

w/ probability 1-E.

We also know that H(X) = S(p)
at least

ie w/ probability , I-5 , ja Lies

in the O-typical subspace .
Or equivalently #

typ=Xi

Tr /Epson) >, 1 - E

&
Rojector outo O-typical

subspace



We can bound the dimension

ofa diur (n) = Ntyp

Ntyp2
-n(S(p) + d) < 1

Ntyp(2n(S(y)+d)

Ntyp 2-n(s(y)
-0)y1 - 3

N
typ >

(1- 2)22(S(5)-5)

n/S(p) +5)

(1-2) 2n(s()
-5) dim/1) : 2

Our compression strategy is to

only encode the 5-typical
-

subspace .
-



First we make a projective-
wesuement that projects the
state outo M or1+ & complement

#
typ

= [lvXi)
itA

# Ep = I-Teyp
w) probability 1-E we obtein

=ypo
which is entirely supported
on N

.



w/ probability E the compression

fails

We can the compress

us'it
=(qXq)

B

where dim/A) = dim (1)
and dim (B) = dimSat)

= dim/29
*) -dim(n)

Now suppose we want to

undo the compression



We can describe the starts

after decompression as

(1 -2)j' + Ej = Bout

= Typ jen #typ + Eja

Let us compute the fidelity of

this w/ the initial state

1 (x)) = |+(x,))x ... x( + (un))

you = Ep(a) (a)X+ (x))

For a given message

the fidelity is



F(x) = ( < +(x)) (
+yp
|4()))"

+ E < +(2)/ Fint 1 + (2)
-

30

3 1 < +(e) 1
zyp
/+ () 12

The average fidelity is

F = Ep(x) F()
3 [p(a)) < +(e) 1typ / +(a)))2
Note that for 3 tR

(3-1723033323 - 1



FC, [p() [2 (HellzypIte
-17

= 2 [p(a) <+(2))T typ1 +(x))
x

-
R

= 2 Tr(youtyp) - 1

> 2(1 -2) - 1 = 1 - 25

= We can compress the
-

state to a state on

)subsystems with

negligible loss in fidelity

IE can be abitrarily close to 0) .



Shannon & Schumacher

compression seem very similar

but there is a different.

Consider again

j = = p(a) 1+(2) X +oSell

X = Ex
, p(a)3

The Hdwoboud gives

H(X) - [plas+(a))
< S(j)

equality when

H(X) < S(j) < (n)) ↑ (y) >
= day



Now considern samples down

from the ensemble 15.

une Shannon to

We can compress the classical
1

description X using

H (X) + oS1) Gits per letter .

But we can use Schumacher

compression to compress the

state using S(p) + ofr) quats

per letter.

As S(f) > H(X) quantum-
compression is more efficient.
-



Capacitiesof quantum
chamels
~-

This is a much herde problem
than in the classical care.

We still don't know the capacity

of the depolarizing chancel,

D(j) = (l-p)j + p , for example .
We don't have time to

go into this topic is depth ,
but here is one counter-

intuitive result.



A-TTO-B

can be written as

~ Reference

Environment
&Stivespring dilation

14
RA any state such that

Tr(14X)) =A

Ic (R>B) = E (I(m ; B) - I(biE))
1

RBE is
- S(R(B) = S(B) - S(RB) pure

= S(B) - S(E)



The quantum analogue of-

Shannon'sioy coding
theorem is
-

Q(NA+B)
= lim max + [c(R" ( B"(
n-1 An

M

& input distribution

where I
,

is the colvent
-

information and is defined
-

# (R(B) = E([(R ; B) - I(RiE))



Note that the put state

Yan can be entangled.

In general they coherent information-

can be superadditive and-

so max I
, (R(B) is only

A

akefound on the capacity.



peractivationof quarter

chanels
-

-> g. Channels U,, N, s . t.

q(N , ) = q(Nz) = 0
&
quantum capacity

Q(N
,
00
,
) o

So for a given chanel we

cannot found the capacity using-

a single be of the Clevel as-

we could in the classical case.

We instead may need to

consider arbitrarily large



tensor power of the chand !


